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Abstract — This paper presents an approach for modeling and model-checking a mobile agent system specified by LAM, which is a two-layer formal method for characterizing logical agent mobility using Predicate/Transition (PrT) nets. Based on the transformation of PrT nets into input programs of the model checker SPIN, we model check a variety of properties with respect to agents, logical agent mobility, agent environments, and system interaction in a mobile agent system model. We demonstrate our approach through a case study on the modeling and analysis of a mobile agent–based clinical information system.

Index Terms—Mobile Agent, Predicate/Transition Nets, Model Checking, SPIN

1. INTRODUCTION

A well designed software architecture can provide a better understanding of system structure and reduce overall development cost with the help of detecting and eliminating design errors early in the development cycle [19]. Modeling and analyzing mobile agent systems at architectural level is a challenge due to the logical mobility of agents, which are executing programs that migrate from machine to machine in a heterogeneous network [7]. Since mobile agents may execute at different locations during their life spans, most of previous mobile agent models have characterized agent mobility as change of value of the location attribute (refer to [23] for a literature review on the formal modeling of mobile agents). This approach is inadequate for capturing the dynamic nature of mobile agent systems because of the failure in addressing issues related to agent migration and transfer. Agent migration comprises a sequence of activities, such as issuing a request of migration (either by the agent itself or by the environment), suspending the agent execution, transmitting the agent (code and/or state), and resuming the agent execution. The capability of migration reflects the essential difference between logical mobility of software agents and physical mobility of mobile nodes.

To address this problem, we have developed the two-layer approach, LAM (Logic Agent Mobility) [23], to formally modeling logical agent mobility based on Predicate/Transition (PrT) nets. The semantics of a two-layer LAM model is defined by transforming it into a complete PrT net. System properties are then verified through reachability analysis of PrT nets. While the reachability analysis of LAM models offers an important way of system verification, it is inefficient for complex mobile agent systems because of larger state space.

In order to better understanding the design and behaviors of distributed systems based on mobile agents, providing a practical but rigorous analysis approach for analyzing this type of systems is necessary. In addition, there are few works on real-world application of mobile agents. Therefore, formally modeling and analyzing a real-world mobile agent application would greatly help us to develop and research mobile agent systems.

In this paper, first we use LAM to model a mobile agent-based clinical information system -- MACIS, which was proposed to solve a real-world problem. Then we present a model-checking approach to verifying LAM models. Model checking verifies a system model against correctness criteria by an efficient procedure for characterizing all possible executions and exploring all behaviors exhaustively [11]. In our previous work, we successfully used the model checker SMV [2] found an error in a FMS model [9], [24], [21]. Model checkers can deal with very large state space (up to 10^{100} or more states), although some may suffer from the state-space explosion problem for systems with a large number of parallel processes [5], [8], [15], like large scale mobile agent systems. Therefore, we proposed a hierarchical analysis method to analyze a LAM model in order to avoiding the state space explosion problem. We have chosen SPIN [11], an explicit verification model checker that uses partial order to reduce state-space, as the model checking tool since its modeling language is more convenient and its performance is higher comparing with SMV for checking large software model. The fundamental idea of our approach is model checking PrT nets using SPIN. This is accomplished by transforming PrT nets and properties of interest into SPIN input programs. Therefore, we can check a variety of properties about agents, agent mobility, agent environment, and system interaction against LAM models for mobile agent systems.

The contributions of this research work include: 1) Modeling a mobile agent system using two-layer PrT nets (i.e. LAM), which illustrates the approach to modeling the dynamic cooperation and interaction behaviors between mobile agents and their environment. 2) Model checking the LAM models of a mobile agent system based on a hierarchical analysis method.
This paper not only presents a method to analyze a LAM using model checking tool SPIN, but also discusses how to check the dynamic properties of mobile agent system via analyzing the interaction properties. 3) Designing a real-world application of mobile agents, which helps us to better understanding mobile agent systems, and therefore to develop high quality mobile agent applications.

The rest of this paper is organized as follows. To make the paper self-contained, section 2 is a brief overview of the LAM model for logical agent mobility. Section 3 introduces the key idea of checking LAM models. Section 4 presents the LAM model for MACIS, a mobile agent-based clinical information system. Section 5 discusses how to check the LAM model of MACIS. Section 6 concludes the paper.

2. LAM: AN OVERVIEW

LAM is a two-layer approach for modeling logic agent mobility using PrT nets [6] as the formal foundation. In LAM, a mobile agent system is modeled by a set of agent spaces (components) and external connectors. Each component, as a container or wrapper of a group of mobile agents, is made up of an environmental part and an internal connector. Mobile agents can migrate from one component to another. External connectors model the interaction among components. PrT nets are used to model the behaviors of the environments, mobile agents, as well as internal/external connectors. The nets are called system nets, agent nets, internal/external connector nets, respectively. The internal connector is dynamically configured so that a changing number of agents can be bound to the environment. Agents are allowed to be active at specific places of system nets. These places indicate the running environments that host mobile agents. Transitions in an agent net are disabled whenever the agent is inactive (i.e. in the process of migration). In this case, transitions in the agent net are all disabled. As part of tokens, an agent may move from one place to another and thus change its location when transitions in its hosting system net are fired.

LAM provides a generic way to model agent behaviors in terms of the object-oriented viewpoint of agents. An agent is as an encapsulated entity, consisting of its interface, behavior, and state. By encapsulation, we mean that the state of an agent can be changed only by its own methods. An agent is also an interactive object capable of receiving messages from and sending messages to other agents/objects. In the meantime, it has its own state and some methods for message processing which leads to state change. Formally, the interface, the behavior, and the state of an agent are modeled by some input/output predicates for incoming/outgoing messages, the transitions, and the predicates of the agent net, respectively. A component consists of an environmental part modeled by a system net and an internal connector net for binding agents to the environment. The environment provides facilities for agent mobility (e.g. execution place, activation and deactivation). Components are connected through external connectors, and arcs of connector nets are supposed to be properly labeled so that a migrating agent is always transferred to a single destination (agent cloning is not considered in LAM). The semantics of a LAM model is defined by transforming the model into a complete PrT net. This lays a theoretical foundation for system analysis.

In the following, we briefly describe the PrT nets used in the LAM model and in this paper. A PrT net is a tuple $\langle P, T, F, \Sigma, L, \varphi, M_0 \rangle$ [23], where:

1. $P$ is a finite set of predicates (first order places), $T$ is a finite set of transitions $\{P \cap T = \emptyset, P \cup T \neq \emptyset\}$, and $F \subseteq (P \times T) \cup (T \times P)$ is a flow relation, or simply a set of arcs. $(P, T, F)$ forms a directed net.

2. $\Sigma$ is a structure consisting of some sorts of individuals (constants) together with some operations and relations.

3. $L$ is a labeling function on arcs. Given an arc $f \in F$, the labeling of $f$, $L(f)$, is a set of labels, which are tuples of individuals and variables. The tuples in $L(f)$ have the same length, representing the arity of the predicate connected to the arc. The zero tuple indicating a no-argument predicate (an ordinary place in Petri nets) is denoted by the special symbol $<\epsilon>$.

4. $\varphi$ is a mapping from transitions to a set of inscription formulae. The inscription on transition $t \in T$, $\varphi(t)$, is a logical formula built from variables and the individuals, operations, and relations in structure $\Sigma$. Variables occurring free in a formula have to occur at an adjacent input arc of the transition.

5. $M_0$ is the initial or current marking: $M_0 = \bigcup_{p \in \Sigma} M_0(p)$.

$M_0(p)$ is the set of tokens residing in predicate $p$. Each token is a tuple of symbolic individuals or structured terms constructed from individuals and operations in $\Sigma$.

Let $t = \{p \in P: (p, t) \in F\}$ and $t' = \{p \in P: (t, p) \in F\}$ be the precondition predicates and the post-condition predicates of transition $t$, respectively. Let $t = \{t \in T: (p, t) \in F\}$ and $t' = \{t \in T: (t, p) \in F\}$ be the sets of input transitions and output transitions of predicate $p$, respectively. For a subset of predicates $Q \subseteq P$, $Q = \cup_{p \in Q} p$ and $Q' = \cup_{p \in Q} p'$. Basically, a transition $t$ in a PrT net is enabled under marking $M_0$ if there is a substitution $\theta$ such that $l/\theta \in M_0(p)$ for any label $l \in L(p, t)$ for all $p \in t$ and $\varphi(t)$ evaluates true w.r.t. $\theta$, where $l/\theta$ yields a token by substituting all variables in label $l$ with the corresponding bound values w.r.t. $\theta$. The firing of an enabled transition $t$ removes all tokens in $\{l/\theta: l \in L(p, t)\}$ from each input predicate $p \in t$, and adds all tokens in $\{l/\theta: l \in L(t, p)\}$ to each output predicate $p \in t'$. After the firing of $t$, we get a new marking $M'$. Formally, $M_1(p) = M_0(p) - \{l/\theta: l \in L(p, t)\}$ for any $p \in t'$, and $M_1(p) = M_0(p) \cup \{l/\theta: l \in L(t, p)\}$ for any $p \in t'$. We denote a firing/occurrence sequence as $M_0[\theta]_1 M_2[\theta]_2 M_3[\theta]_3 ... M_n[\theta]_n$, or simply $t_1 \theta_1 t_2 \theta_2 ... t_n \theta_n$, where $t_i (1 \leq i \leq n)$ is a transition, $\theta_i (1 \leq i \leq n)$ is the substitution for firing $t_i$, and $M_i (1 \leq i \leq n)$ is the marking after $t_i$ fires, respectively. A marking
Model checking is the process of verifying the abstract representation of a system (a model) using state exploration. There are various algorithms used to search the state space generated by the model to best deal with the state explosion problem [11], [12], [22]. Model checking consists of the following tasks: (1) modeling – convert the design into a formalism accepted by the model checking tool, (2) specification – specify the properties that the design must satisfy, usually written using logical formulas e.g., linear temporal logic (LTL) or computation tree logic (CTL), and (3) verification – uses a state exploration algorithm to search the state space for inconsistencies in the specification. The atomic propositions or system properties in this paper are written using LTL formulas. The basic operators of LTL include: $\text{X} p$ – next time $p$ holds, $\Box p$ – $p$ holds globally after any number of steps, and $p \text{ U } q$; $p$ holds until $q$ holds, $\Diamond p$ – $p$ will hold in the future. If $p$, $q$ is LTL formula, then so $\neg p$, $p \lor q$, $\text{X} p$, $\text{O} p$, $\Box p$, $p \text{ U } q$ are LTL formula.

3.1 Model Checking a LAM Model

A LAM model can be checked at different levels, such as component level, system level, and interaction level. The common basis is model-checking PrT nets.

System level analysis treats agent nets as regular data or tokens within places of system nets. Since all system nets are statically defined, the composition of system nets is to connect them together with external connectors, which results in a whole net representing the mobile agent system. The analysis is therefore applied to this complete PrT net. Component level analysis is to analyze individual agent models, component models or connectors. When we analyze an agent net, its environment or agent system is abstract as interfaces, which send messages to or receive messages from agents. When we analyze the interaction between agents and their environment, we use interaction analysis. For interaction analysis, agents in the system net are unfolded into agent nets, and the system net is connected with the agent nets and the internal connectors to form a complete PrT net. The analysis is applied to the composed PrT net. We do not analyze connectors separately; instead they are integrated with component models (internal connectors) or system level models (external connectors).

When we analyze a system net, the external connectors are reduced to a subnet that receives tokens from and sends tokens to the system net. The internal connector is connected with the system net considering a certain interaction scenario. When we analyze an agent net, we treat the agent net as a regular PrT net. An agent net only makes sense when it is within a system net, so we abstract the system net as interfaces to the agent net of interest.

3.2 Model Checking a PrT Net

The key idea of analyzing PrT nets using model checker SPIN is to transform PrT nets into SPIN inputs (i.e. Promela programs) and define system properties of interest as assertions or LTL [4] claims (e.g. never claim, accept-state labels or other assertion labels such as basic assertion, end-state labels, progress-state labels, and trace assertions) in Promela programs. More information on SPIN and Promela can be found in [11]. Since a Promela program allows for parallel processes, we can convert several individual nets into a single Promela program, where each net is corresponding to a process.

The algorithm for the transformation is as follows:

Step 1: For each place in a PrT net, define a corresponding Promela variable.

We assume that PrT nets in a LAM model are $k$-bounded (i.e. for any place $p$, $M(p) \leq k$, $M_0(\geq M)$), where $k$ is a constant ($k$ can be predefined according to system requirements). Therefore, each variable is of an enumerate type.

Step 2: Define the initial state.

In the $\text{init}$ process of the Promela program, each variable is initialized with the corresponding initial marking of the place in the PrT net. Considering that we often need to verify a Petri net with different initial markings, we take advantage of the $\text{init}$ process of Promela, which can start a process with different inputs automatically.

Step 3: Define transition relations.

Each transition in a net is defined as an atomic statement within the corresponding process for the net. The atomic statement consists of a sequence of case statements, and each corresponding to one possible input of the transition. The body of each case statement explicitly defines the translation from input to output. The number of the case statements for each transition is the all possible input of the inscription expressions of the input arcs of the transition. So each atomic statement essentially indicates the firing rule of the transition. Global variables and channel variables are used to synchronize and communicate between processes.

3.3 Translating a LAM Model into a Promela Program

Now we describe how to transform a LAM model into a Promela program. If we only analyze an agent net or a system net in the LAM model, we translate the agent net or system net into a Promela program with only one process besides $\text{init}$: agent process or system process. For the whole LAM model, each component or agent has a corresponding process in the Promela program. For those components that share a common structure with different identities, we create a generic process,
and instantiate the generic process for each component with its identity in the init process.

In addition to the agent nets and system nets in a LAM model, we have to deal with the internal connectors, external connectors, and those predicates that model agent running contexts:

1) **Internal connector**: The internal connectors are translated into channel variables in the Promela program, and the channel variables control the synchronization between multiple agents and the system. A global variable representing $p_w$ is used to decide the connection between an agent net and its system net in the Promela program.

2) **External connector**: Each component connects to all other available components in the network. The tokens or agents from the output place such as $SN_1.pex-out$ of one component are sent to the destination component input place such as $SN_{n,c}ex-in$. In Promela program, $SN_1.pex-in$ and $SN_1.pex-out$ are defined as corresponding global variables. When $SN_1.pex-out$ gets a token or a positive value, then $SN_1.pex-in$ will get the token or value if the agent’s destination is $SN_1$. Each mobile agent has an itinerary, which decides the visiting path of the agent. In Promela program, the itinerary is implemented as a list of locations of the agent process, and agent location is dynamically changed at run time according to pre-defined itinerary and running results.

3) **$P_w$ and $P_g$**: In LAM, $P_w$ contains agent identifiers and their nets. In the Promela program, we represent it by an integer array (i.e. we use integer to identify an agent) and the entries of the array represent the mobile agents in $P_w$. Agent type is defined when it is started with particular agent process. $P_g$ is the global variable indicating whether an agent is active or inactive in the component. In the Promela program, the component process uses component identifier, agent identifier, and agent itinerary to decide values of its $P_w$ and $P_g$ (each component has its own unique global variables $p_w$ and $p_g$).

A Promela program translated from a simplified agent net is list in Appendix I.

4. **MODELING MACIS**

In this section, we describe the modeling of a mobile agent-based Clinical Information System (CIS), which processes information on human blood cells. Clients of CIS are researchers who retrieve and process medical data from two different databases: one is for the cytometry analysis [18] data, and the other is for the hematology analysis [17] data. Some researchers need to first process data from one database, and then process data from the other based on previous results.

The CIS clients apply different algorithms and protocols to process huge number of samples data. Each analysis software package or agent includes programs, algorithms and protocols. Protocols are used to select data and analysis parameters, algorithms are used to process data, and programs are used to run algorithms and protocols. Servers are located at the laboratories that provide blood cell analysis data. For each sample, the servers analyze as many parameters as possible in order to reuse samples and reduce cost. There are two traditional ways to process these data: 1) Copying data from servers to the local site and process data in the local site. 2) Installing algorithms and programs in the sever sides, and then processing data using the client-server approach.

The traditional design for a CIS would suffer from following difficulties. 1) It is impractical for researchers to save all data from different databases to their local hosts and then keep updating. 2) It is hardly feasible for the servers to install all possible analysis software for different clients. But users have to frequently change their protocols and algorithms for processing data according to the intermediate computation results. 3) Users have to manually integrate different databases during the computation. Therefore, it is difficult to automatically process a task.

We propose to apply Mobile Agent technique to the development of a CIS (hence called MACIS). In MACIS, clients send agents with particular algorithms and protocols to servers. These agents run locally on servers, move to different servers to access databases based on their intermediate results, and then deliver results to clients when they finish their tasks. Each client has an agent system that is used to create agents, send agents to servers, accept results from remote agents, and manage agents in remote sites. Each server site has an agent system, which is supplied by clients and configured by servers. Each server has an interface that is responsible for database access. Use of mobile agents in MACIS results in a number of advantages, including offline computation, reduction of cost in data transferring and maintenance, synchronization with up-to-date data resources, flexible use of different services, reduction of network traffic, etc.

To facilitate illustration, the LAM model of MACIS used throughout this paper includes three agent systems: one for client, and the other two for cytometry and hematology servers. The static structure of MACIS is $(COMP, CONN)$, where $COMP = \{(CM_1, SN_1, ICN_1), (CM_2, SN_2, ICN_2), (CM_3, SN_3, ICN_3)\}$, $CM_i (1 \leq i \leq 3)$ are the agent system for clients, hematology server, and cytometry server, $SN_i (1 \leq i \leq 3)$ are the system nets, and $ICN_i (1 \leq i \leq 3)$ are the internal connectors for system nets, $CONN = \{CN\}$, and $CN$ is the connector among $CM_1$, $CM_2$, and $CM_3$. Agent $AN$ is created on $CM_1$, and then it is sent to $CM_2$ or $CM_3$. The agent roams among servers $CM_1$, $CM_2$, and $CM_3$, and finally returns to $CM_1$ with results.

4.1 **Modeling the Agent**

An agent in MACIS only communicates with its system (the host system). It sends retrieving requests to a host according to protocols. Then the host searches its database and sends back data. As soon as the agent gets the data, it processes the data and saves the intermediate results. The agent net is shown in Fig. 1, and the labels of the net are explained in Table 1. Tokens in the agent net have the structure: $<dl, da, sl, sa, type, cmd, msg>$, where $dl$, $da$, $sl$, and $sa$ means destination host, destination agent, source host, and source agent, respectively. $type$ means that the message is an agent (AN) or a regular
message (MSG). cmd is some predefined command, such as
RST, MOVE, and STOP. RSP means that the message is a
result, MOVE refers to a request of migration, STOP indicates
a request to stop running the agent. cmd is an agent identifier if
message type is AN. In Fig. 1, cl is the current system location,
pin and pout are places which connect to the internal connector
of the current system, kb is the knowledge base that includes
algorithms and protocols, rst is the running results, and pt is
the itinerary.

![Fig. 1 An agent net in MACIS](image)

Table 1 Legend of Fig. 1

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>0, 1, 2, 3</td>
<td>&lt;dl, DA, dl, ε, MSG, cmd, msg&gt;, and cmd ∈ (STOP, RST, MOVE)</td>
</tr>
<tr>
<td>4, 19, 20</td>
<td>&lt;dl, DA, dl, ε, MSG, RST, msg&gt;</td>
</tr>
<tr>
<td>5, 6, 7, 11, 16, 17, 18</td>
<td>&lt;dl, DA, dl, ε, MSG, cmd, msg&gt;</td>
</tr>
<tr>
<td>8</td>
<td>&lt;dl, DA, dl, ε, MSG, STOP, ε&gt;</td>
</tr>
</tbody>
</table>
| 9, 10, 21, 22 | <nl>, nl = cur(pt), pt is the itinerary, and cur is the
reference pointing to the current location or the next
destination if it is moving out |
| 13, 14 | <next>, next = next + 1 |
| 15 | <nl>, nl = cur(pt), pt is the itinerary, and cur is the
reference pointing to the current location or the next
destination if it is moving out |
| 23, 24 | <ref, s>, <ref = (ref + 1)/M, s>, M is the number of total
statements in kb |

The transition receive receives messages from place P_in, and
it only receives data from the current system CM (its location
is cl). The transition process forwards the data to its output
place. If the message is the result data from the server, it is
sent to the agent for processing, and the result is saved at the
place rst. The transition run models data processing by the
agent according to its algorithms and protocols. The algorithms
and protocols are represented as a knowledge base kb, and results are defined with a predicate rst. The knowledge
base kb consists of a sequence of statements. It has a property
ref, which points to the current statement s. The statement s is
structured data, which consists of its type and expression or
data obj, i.e. s = <TTYPE, obj>. There are three different types
for s: MSG, STOP and MOVE. ref means moving to next
statement when the transition run fires. The agent’s itinerary
is defined with predicate pt, which is updated when the transition
update fires. In predicate pt, the next attribute points to the
next destination that the agent intends to move to. Transition
send_msg is used to send messages to the current host and
transition stop_agent is used to update agent itinerary and stop
running.

4.2 Modeling the Environment

The system net for clients is shown in Fig.2 and Table 2. The
symbols in Fig. 2 and Table 2 have same meaning as that
in above section. Predicate cb is the set of templates of agent
nets. Each token in cb is a template of agent nets. We use
transition create to generate agents, so that it outputs instances
of agent templates to place p_i. When an agent returns to its
home with results, the agent sends a message with results to its
home system (the kb of the agent has this statement), and
the system puts the results into predicate db. For simplicity, we do
not model agent behaviors after it delivers results.

![Fig. 2 A system net for clients in MACIS](image)

Table 2, Legend of Fig. 2

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>p_i</td>
<td>The place of mobile agents stay in, &lt;CL, ε, CL, sa, AN, ai, MN&gt;, and sa = ai</td>
</tr>
<tr>
<td>p_j</td>
<td>The incoming message &lt;CL, da, sl, sa, MSG, cmd, msg&gt;</td>
</tr>
<tr>
<td>P_in</td>
<td>The incoming message from other host nets &lt;CL, da, sl, sa, type, cmd, msg&gt;</td>
</tr>
<tr>
<td>P_out</td>
<td>The outgoing message to other host nets &lt;dl, da, CL, ε, msg&gt;</td>
</tr>
<tr>
<td>P_out</td>
<td>The message from the host net to an agent &lt;CL, da, CL, ε, MSG, cmd, msg&gt;</td>
</tr>
<tr>
<td>P_out</td>
<td>The message from agents the host net &lt;dl, ε, CL, sa, type, cmd, msg&gt;</td>
</tr>
<tr>
<td>cb</td>
<td>Agent net templates, {MN}</td>
</tr>
<tr>
<td>pi</td>
<td>Agent identifier, [ai]</td>
</tr>
<tr>
<td>db</td>
<td>Database for save results</td>
</tr>
<tr>
<td>1, 2</td>
<td>&lt;CL, ε, sl, sa, type, cmd, msg&gt;</td>
</tr>
<tr>
<td>3, 4, 11, 12, 13</td>
<td>&lt;CL, ε, sl, sa, MSG, cmd, msg&gt;</td>
</tr>
<tr>
<td>5, 8</td>
<td>&lt;CL, da, CL, ε, MSG, cmd, msg&gt;</td>
</tr>
<tr>
<td>6, 7</td>
<td>&lt;cmd, msg&gt;</td>
</tr>
<tr>
<td>9, 19</td>
<td>&lt;CL, ε, sl, ai, AN, ai, MN&gt;, &lt;CL, ε, CL, ai, AN, ai, MN&gt;</td>
</tr>
<tr>
<td>14, 15</td>
<td>&lt;dl, ε, CL, ai, AN, ai, MN&gt;, &lt;dl, ε, CL, ε, MSG, cmd, msg&gt;</td>
</tr>
<tr>
<td>16</td>
<td>&lt;MN&gt;, MN is an agent net</td>
</tr>
<tr>
<td>10, 17, 18</td>
<td>&lt;ai&gt;, &lt;ai + 1&gt;</td>
</tr>
</tbody>
</table>

The system net for server 1 (for hematology analysis data,
location is LB1) is shown in Fig.3. The legend is same as that
for Fig. 2 except the location in Fig. 3 is LB1, other than CL in
Fig. 3. Predicate db represents the database with hematology
data. The transition retrieve is used to select data from the
database according to statements from agents. The system net for server 2 (for cytometry analysis data) is the same as that for server 1 except that the location is different (the location is LB1 in server 1, and LB2 in server 2).

External connector CN is used to establish interaction among CM1, CM2, and CM3. Internal connector ICNi is used to facilitate the communication between agents and their system nets. Internal connector nets ICN and the external connector CN follow the definition of the internal connector in LAM.

5. Model Checking MACIS

After we modeled a mobile agent system using LAM, analyzing the correctness of the models is necessary. One of the purposes of formally modeling a system is to facilitate the formal analysis, which can guarantee the correctness of the model so that to improve the quality of the system. Model checking is a wide used practical formal analysis method due to its effectiveness, efficiency and automatic procedures. Model checker SPIN is more suitable to analyze large software systems. This section presents the use of SPIN for checking the MACIS models. For simplicity, we consider the scenario with only one client agent: the agent starts from CM1 and moves to CM2 and CM3 to search and process hematology and cytometry information in each server, and returned back to CM1 with results as soon it completes its tasks. We checked several important properties about the agent, hosts, as well as the interaction. To any agent or host system, deadlock-free is the basic requirement, therefore, this property has to be checked. In following each subsection, a brief explanation of the checking properties is given.

5.1 Model Checking the Agent Net

For an agent, receiving and processing incoming messages is a basic function, and stopping its running and moving itself to the destination are the essential functions of an agent. Therefore, we checked the properties as deadlock freedom and reachability. For convenience, the token structure in the agent net is simplified to $<dl, type, cmd>$. In the agent net, regular messages are the only type of messages although cmd can be STOP or other commands.

The properties include: 1) If the agent net receives a message from its input place $P_{in}$, eventually, this message will reach $p_2$ (processed by the agent); 2) If the agent receive a STOP command, it updates the agent’s location, which means $dl$ become $dl + 1$, and $cl = cl + 1$. The transition run updates $cl$ to $cl + 1$ and sends a message $<dl + 1, \epsilon, MOVE>$ to the current host net to move out this agent. These properties are first translated into LTL formula, and then coded into never claims automatically. Formally, the first property is $\Diamond(p2.dl = \epsilon)$, and its negated formula is $\neg(\Diamond(p2.dl = \epsilon))$. Therefore, checking the never claim means: $\neg((-\Diamond(p2.dl = \epsilon)))$ or $\Diamond(p2.dl = \epsilon)$. The second property is: $\Diamond(p6.dl == p4.dl) \&\& (p4.dl = \epsilon)$.

Part of the running results of checking this property is given below:

<table>
<thead>
<tr>
<th>Line</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>(Spin Version 4.0.7 -- 1 August 2003)</td>
</tr>
<tr>
<td>2</td>
<td>+ Partial Order Reduction</td>
</tr>
<tr>
<td>3</td>
<td>Full state space search for:</td>
</tr>
<tr>
<td>4</td>
<td>never claim +</td>
</tr>
<tr>
<td>5</td>
<td>assertion violations + (if within scope of claim)</td>
</tr>
<tr>
<td>6</td>
<td>acceptance cycles + (fairness enabled)</td>
</tr>
<tr>
<td>7</td>
<td>invalid end states - (disabled by never claim)</td>
</tr>
<tr>
<td>8</td>
<td>State-vector 48 byte, depth reached 33, errors: 0</td>
</tr>
<tr>
<td>9</td>
<td>16 states, stored (64 visited)</td>
</tr>
<tr>
<td>10</td>
<td>50 states, matched</td>
</tr>
<tr>
<td>11</td>
<td>114 transitions (= visited+matched)</td>
</tr>
<tr>
<td>12</td>
<td>7 atomic steps</td>
</tr>
</tbody>
</table>

The line numbers are added for the purposes of illustration. Line 2 indicates that partial order reduction algorithm was used. The symbol ‘+’ (or ‘.’) in lines 4 to 7 means that the corresponding property was (or was not) checked. From line 8, we know that the complete description of a single global system state required 48 bytes of memory, the longest depth-first search path contained 33 transitions from the root of the tree, and no error was found (i.e. the property $\Diamond(p2.dl = \epsilon)$ holds). Line 9 says that a total of 16 unique global system states were stored in the state space. Line 10 indicates that in 50 cases the search returned to a previously visited state in the search tree. Line 11 indicates that a total of 114 transitions were explored in the search. Line 12 shows that 7 transitions were part of atomic sequences [11].

5.2 Model Checking the System Net

Each host system needs to correctly receive and process incoming messages or agents, start the running of an incoming agent, and stop the running of an agent and move it out. For simplicity but not lost generality, we only show how to check properties on receiving incoming messages and stopping the running of the agent. For convenience, the token structure is simplified to $<dl, type, cmd>$. There are two types of messages: agents AN and regular message MSG. The cmd is the agent identifier if the message is an agent, or cmd is the command MOVE.

The properties checked are: 1) If the host net receives a
message or an agent from its external input place \( P_{ex-in} \), eventually, this message or agent will reach \( p_1 \) or \( p_\omega \). The LTL property for receiving agents is: \(((p_0.type == AN) \&\& (p_0.dl == LB1)) \rightarrow \Box((p_3.type == AN) \&\& (p_3.dl == LB1))\), where \( p_0 \) represents \( P_{ex-in} \), and \( p_3 \) is \( p_\omega \). If the message is a MOVE command \(<dl + 1, MSG, MOVE\rangle\), the token in \( p_w \) will be moved to place \( P_{ex-out} \) (we only consider one agent in this model, so we do not need to compare agent identifiers). The LTL property is: \(((p_0.type == MSG) \&\& (p_0.cmd == MOV)\rightarrow \Box((p_3.type == AN) \&\& (p_3.dl == LB2))\), where \( p_3 \) represents \( P_{ex-out} \).

Part of the running results of checking one property is given below:

```
Part of the running results of checking one property is given below:
Full statespace search for:
   never claim +
   assertion violations + (if within scope of claim)
   acceptance cycles + (fairness enabled)
State-vector 52 byte, depth reached 48, errors: 0
```

The interpretation is similar to that in subsection A. It shows that property \(((p_0.type == AN) \&\& (p_3.dl == LB1) \rightarrow \Box((p_3.type == AN) \&\& (p_3.dl == LB1)))\) holds.

### 5.3 Model Checking the System Interaction

An agent is running within a host system, and an agent net is wrapped as a token in a host net. One of the contributions of LAM is to facilitate modeling the interaction between agents and their host systems. Checking the interaction between two layer nets is a challenge work, and the checking method was discussed in section III. Therefore, we need to check whether a request from an agent to its host or a host to the agents is realized correctly. In order to check the interaction properties, the agent net, system nets, and internal connectors are composed as a whole model. The token structure is \(<dl, da, type, cmd>\), where \( dl \) is the location of current host and the agent (the first location is \( LB1 \)), \( da \) is the agent identifier, \( type \) is the message type: agents or regular messages, and \( cmd \) could be \( STOP, MOVE \) or agent identifier \( AI \) if the message is an agent.

One interaction property was checked: if the host net receives a move out command, and it has an agent in place \( p_o \), then the agent is stopped. The LTL formula is: \(((p_4.cmd == MOV) \&\& (p_4.type == MSG) \&\& (p_6.type == AN) \&\& (p_6.cmd == AI) \rightarrow \Box((p_12.da == DA) \&\& (p_12.cmd == STOP)))\), where \( p_4 \) is \( P_{in-in} \), \( p_6 \) is in \( p_o \) the system net, and \( p_12 \) is \( p_\omega \) in the agent net, \( AI \) and \( DA \) is agent ID.

Part of the running results of checking this property is given below:

```
Part of the running results of checking this property is given below:
Full statespace search for:
   never claim +
   assertion violations + (if within scope of claim)
   acceptance cycles + (fairness enabled)
State-vector 48 byte, depth reached 15, errors: 0
```

The interpretation is similar to that in subsection A. It shows that property holds.

### 5.4 Model Checking the Mobility

The most important character of a mobile agent system is an agent can move from one host to another in a network. Therefore, checking the mobility is necessary. If an agent is moved from one host to another, it has to be stopped in the current host, and then requests its host to move it out to the destination host, and eventually it is started in the destination host after it arrives. We first compose the host nets and external connector into one PrT net. We treat agents as regular tokens in this model since we have already checked host nets, agent nets and the interaction. The token structure in the net: \(<dl, sl, type, cmd>\), where \( dl \) is the destination location, \( sl \) is the source location (only two locations: \( LB1 \) and \( LB2 \)), \( type \) is the message type: agents or regular messages, and \( cmd \) could be \( STOP, MOVE \) or agent identifier \( AI \) if the message is an agent.

The properties were checked are: 1) If the host net \( LB1 \) sends a message \((M(p_{in-id}) = <LB2, LB1, MSG, msg>)\) or an agent \((M(p_{in-id}) = <LB2, LB1, AN, ai>)\) to destination host \( LB2 \), eventually it arrives at its destination \( LB2 \), \( M(sn_{LB2}p_{in-id}) = <LB2, LB1, type, msg>\), and then to the \( p_o \) in \( LB2 \). The LTL formula is: \(((ps.sl == LB2) \&\& (ps.type == AN) \&\& (ps.dl == LB1) \rightarrow \Box((p11.type == AN) \&\& (p11.dl == LB2))\), where \( p11 \) represents \( p_o \) in \( LB2 \). 2) If the host net \( LB2 \) sends a message or an agent to destination host \( LB1 \), eventually it will arrive at its destination \( LB1 \).

Part of the running results of checking one property is given below:

```
Part of the running results of checking one property is given below:
Full statespace search for:
   never claim +
   assertion violations + (if within scope of claim)
   acceptance cycles + (fairness enabled)
State-vector 84 byte, depth reached 110, errors: 0
```

The interpretation is similar to that in subsection A. It shows that property \(((ps.sl == LB2) \&\& (ps.type == AN) \&\& (ps.dl == LB1) \rightarrow \Box((p11.type == AN) \&\& (p11.dl == LB2))\) holds.

### 6. Conclusions

We have presented the approach for checking LAM models of mobile agent systems using SPIN. Based on model-checking PrT nets by transforming them into SPIN input programs, we can verify various properties about agent mobility, agent environments, as well as system interaction. The work in this paper provides an effective method for analyzing mobile agent systems modeled by LAM. Considering that a literature review on the formal modeling of mobile agent systems is already available in [23], we do not intend to duplicate the discussions on the related work. Nevertheless, it is worth mentioning that in the more recent work [16], agent mobility is similarly defined in terms of the paradigm of “nets within nets” [1], [20]. Object nets and system nets are both modeled using reference nets [14], which are extended color Petri nets; and object nets are embedded as
tokens in system nets. The communication between nets is through synchronous channels instead of connectors in LAM. We believe that our model checking approach is applicable to the agent mobility model in [16]. To do so, we can treat communication channels as connectors in LAM.

Concerning the further work, we will investigate compositional model checking methods in order to overcome the state-space explosion issue for very complex mobile agent systems. Another direction is the modeling and verification of agent cooperation.
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**APPENDIX I**

/* A Promela program for a */
/* simplified agent net */
/* CL as 1, DA as 111, STOP as 100 */
/* NL as 2, ER as 0 */

#define CL 1
#define NL 2
#define DA 111
#define STOP 100
#define ER 0

typedef Place {
byte dl;
byte da;
byte cmd;
};

Place p0, p1, p2, p3, p4, p5, p6;
byte nl; /*next location of this agent */

#define resetp(p) p.dl=0; p.da=0; p.cmd=0

proc type agentnet(){
    do
        /* receive */
        :: atomic {(p0.dl == p3.dl& &p0.da == DA) ->
            p1.dl = p3.dl;
p1.da = p0.da;
p1.cmd = p0.cmd;
            resetp(p0)
        }
        /* run */
        :: atomic { (p1.dl != ER & &p3.dl != ER & &
p4.dl != ER & & p5.dl != ER) ->
            p2.dl = p5.dl;
p2.da = p1.da;
p2.cmd = p1.cmd;
p4.dl = p5.dl;
            resetp(p1)
        }
        /* stop_agent*/
        :: atomic {(p2.dl != ER& &p2.cmd == STOP) ->
            nl = (nl + 1) % 10;
            fi
        p5.dl = nl;
p5.da = ER;
p5.cmd = ER;
p1.dl = nl;
p1.da = DA;
p1.cmd = ER;
            resetp(p2)
    }

    /* stop */
    :: atomic {((p3.dl != ER & & p4.dl != ER & &
p3.dl != p4.dl) ->
            p6.dl = p4.dl;
p6.da = ER;
p6.cmd = ER;
            resetp(p2)
    }

    /* start */
    :: atomic {(p6.dl == p0.dl& &p6.dl != ER) ->
            p3.dl = p6.dl;
p3.da = ER;
p3.cmd = ER;
            resetp(p6)
    }

    /* send_msg */
    :: atomic { (p2.dl != ER & &p2.cmd != STOP) ->
            p0.dl = nl;
p0.da = p2.da;
p0.cmd = p2.cmd;
            resetp(p0)
    }
    od
}

init{
    nl = 1;
p0.dl = CL; p0.da = DA; p0.cmd = STOP;
p6.dl = CL; p6.da = ER; p6.cmd = ER;
p5.dl = CL; p5.da = ER; p5.cmd = ER;
p4.dl = CL; p4.da = ER; p4.cmd = ER;
    run agentnet()
}
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